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Objective

Building on var ious lit eratures, Midgley, Mark s and Kunchamwar
(2007) proposed a procedure for “assuring” ABMs:
Assuring = Ver ifying & Validating

• Does the code implement the model?

• Do the model outputs behave reasonabl y?

• Do these outputs fit empir ical dat a or sty lized facts?

Our objective here is to illus trat e what we hav e lear nt since 2007,
par ticularly about the practical hurdles in assuring ABMs, & to raise
some unresol ved issues.
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Building on var ious lit eratures, Midgley, Mark s and Kunchamwar
(2007) proposed a procedure for “assuring” ABMs:
Assuring = Ver ifying & Validating

• Does the code implement the model?

• Do the model outputs behave reasonabl y?

• Do these outputs fit empir ical dat a or sty lized facts?

Our objective here is to illus trat e what we hav e lear nt since 2007,
par ticularly about the practical hurdles in assuring ABMs, & to raise
some unresol ved issues.

We use the same ABM, which has moved on from Ver sion 1 (2007) to
Version 3 (2009).

Our main focus is on validation, although we first need to outline the
model and the ver ification results.
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The ABM is of the manufacturer s & ret ailers who provide a frequentl y
purchased product & the end-customer s who buy and consume it.

The implement ation here has 5 manufacturer agents (brands), 2 ret ail
store agents (stores) & 600 end-customer agents (consumers).
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• Consumer s lear n about brands from the environment & their

exper ience; they var y according to the impor tance they place on
pr ice, quality, or affect in their decisions.

• Consumer s do not hav e det ailed memor ies, jus t a “choice set” of
prefer red brands.

• They react to the stimuli they receive shor tly before or dur ing
their shopping trip; their goals are to maximize their
satisfaction.

The ABM has a 14-page specification and, while comple x, is a
simplification of reality. < >
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Three impor tant aspects of this model:

1. Three classes of agents with conflicting goals:
br ands, stores, consumers.

2. High-involvement, data-dr iven decision making:
br ands maximize their profits, and
stores maximize their profits,

3. Low-involvement decision-making:
consumer s maximize their satisfaction.
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Seven issues addressed here:

1. We need nor ms for ver ification

2. When and how often to ver ify?

3. Degrees of freedom: Our views on validation have changed

4. Pre-validation, incomplet e dat a and scaling

5. Computing power needed

6. Which dat a to fit and how to fit them?

7. How to tes t the “reasonableness” of the ABM?
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Issue 1: We need nor ms for ver ification

Why is ver ification this necessary?

•
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Issue 1: We need nor ms for ver ification

Why is ver ification this necessary?

• Jour nal reviewers might review the specification, but it is
dif ficult to imagine them checking the code!

• Yet, without these checks, how can one be sure the code
implements the proposed model?

The ABM field needs norms for ver ification; these could include:

1. A writt en specification of the model as an online technical
appendix,

2. An agreed process for checking that the code matches this
specification, with metr ics for showing acceptable matching,

3. The code being made available to other s (online).

Here, we had two independent coders chec k the mos t impor tant
procedures agains t our specification.

This is a common approach in developing commercial softw are,
alt hough ot her approaches exis t, including:

— Tool-based or automat ed code analysis, deriving automat a from
the program to chec k theorems, and finite state ver ification.

< >



Mar ks/Klapper/Midgley CEF 2009 Page 7

Issue 2: When and how often to ver ify?

Our ABM contains 1900 lines of Java, alt hough mos t are input/output,
housekeeping, or standard libr ary functions (& hence not ver ified).

< >



Mar ks/Klapper/Midgley CEF 2009 Page 7

Issue 2: When and how often to ver ify?

Our ABM contains 1900 lines of Java, alt hough mos t are input/output,
housekeeping, or standard libr ary functions (& hence not ver ified).

The two independent coders raised issues about 7% of the lines in the
impor tant procedures (the core of the model):

• 4% coding errors

• 2% where the specification was not followed but the code
yielded the desired result

• 1% code that did not do anything

< >



Mar ks/Klapper/Midgley CEF 2009 Page 7

Issue 2: When and how often to ver ify?

Our ABM contains 1900 lines of Java, alt hough mos t are input/output,
housekeeping, or standard libr ary functions (& hence not ver ified).

The two independent coders raised issues about 7% of the lines in the
impor tant procedures (the core of the model):

• 4% coding errors

• 2% where the specification was not followed but the code
yielded the desired result

• 1% code that did not do anything

This was followed by a “review of the reviewers” & code modification

< >



Mar ks/Klapper/Midgley CEF 2009 Page 7

Issue 2: When and how often to ver ify?

Our ABM contains 1900 lines of Java, alt hough mos t are input/output,
housekeeping, or standard libr ary functions (& hence not ver ified).

The two independent coders raised issues about 7% of the lines in the
impor tant procedures (the core of the model):

• 4% coding errors

• 2% where the specification was not followed but the code
yielded the desired result

• 1% code that did not do anything

This was followed by a “review of the reviewers” & code modification

But of course ABMs evolve:
— we are now on Ver sion 3, while ver ification was of Ver sion 2.

This raises the issues of when and how often is ver ification needed?
— bot h to suppor t prog ress in the research project and for peer

review?

< >



Mar ks/Klapper/Midgley CEF 2009 Page 7

Issue 2: When and how often to ver ify?

Our ABM contains 1900 lines of Java, alt hough mos t are input/output,
housekeeping, or standard libr ary functions (& hence not ver ified).

The two independent coders raised issues about 7% of the lines in the
impor tant procedures (the core of the model):

• 4% coding errors

• 2% where the specification was not followed but the code
yielded the desired result

• 1% code that did not do anything

This was followed by a “review of the reviewers” & code modification

But of course ABMs evolve:
— we are now on Ver sion 3, while ver ification was of Ver sion 2.

This raises the issues of when and how often is ver ification needed?
— bot h to suppor t prog ress in the research project and for peer

review?

Also how much of the code should be ver ified, given the expense of
doing this?
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Issue 3: Our views on validation have changed
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ANTS uses optimization methods to tes t the sensitivity of the model
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e.g. find the combinations of small changes in values which produce
wildl y dif ferent outcomes (Club of Rome World3 model)

But, in a high-dimensional paramet er space (LeBaron & Tesfatsion
2009)—Ver sion 2 had 37 d.f.—and with arbitrar y st arting values for
these paramet ers, it is not clear what such results mean:

e.g. we could be tes ting “reasonableness” around values far from
those that would fit empir ical dat a.

So we now think of “pre-v alidation”—getting a rough fit to empir ical
dat a before appl ying the ANTS per turbations.
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Issue 4: Pre-validation, incomplet e dat a and scaling

It is difficult to search high-dimensional spaces for even a “rough” fit
to empir ical dat a.

Especiall y when the ABM is non-linear & has stochas tic elements
which make the optimization objective function “noisy”.
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Issue 4: Pre-validation, incomplet e dat a and scaling

It is difficult to search high-dimensional spaces for even a “rough” fit
to empir ical dat a.

Especiall y when the ABM is non-linear & has stochas tic elements
which make the optimization objective function “noisy”.

One solution proposed in the liter ature is to use whatever ext ernal
dat a to “micro-calibr ate” as many par ameter s as possible, leaving only
a smaller number to be fitt ed.

Here, our ultimate objective is to reproduce brand and store sales over
53 week s, and we focus on the sales of the 5 main detergent brands in
2 stores in a Ger man city.

These 5 brands and 2 stores represent about 75% of the market.

But we also obtained consumer panel data to micro-calibr ate
consumption & purchase amounts, starting brand shares, and
probabilities of buying on promotion.
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Issue 4, continued—Incomplet e dat a and scaling

Fr om Panel Data:

Agents
who buy St ore 1 St ore 2 Both
in: only onl y stores

Light 100 100 100
buyer s agents agents agents

Heavy 100 100 100
buyer s agents agents agents

Need to scale these store-level dat a.
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Issue 4, continued—Incomplet e dat a and scaling

Af ter explor ator y anal ysis of the panel data, we decided to represent
the consumer agents as 6 types, and:

• we decided that each agent would represent 10 real consumers,
i.e. 6000 tot al
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Issue 4, continued—Incomplet e dat a and scaling

Af ter explor ator y anal ysis of the panel data, we decided to represent
the consumer agents as 6 types, and:

• we decided that each agent would represent 10 real consumers,
i.e. 6000 tot al

But we do not know how the panel sample relat es to the 3 stores
populations

• Anecdotall y, the panel is thought to be heavil y skewed.

So we introduced scaling fact ors as par ameter s to estimat e.

Issue: On the one hand the panel reduces the number of paramet ers to
es timat e, but on the other it introduces scaling complications.
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Work at the macro-level:
Embed the ABM in an Automated
Nonlinear Testing System

GA
Optimizer

ABMObjective
function

Sends
parameters

Sends
outputs

Returns
objective
value

Destructive 
verification
• extreme-bounds
• sensitivity analysis

Empirical Validation
• Aggregate data
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Issue 5: Computing power needed

As well as micro-calibr ating some aspects of the consumer agents, we
also:

• Fix some paramet ers arbitr aril y (e.g. the size of a brand or
store ’s memor y of previous results)

• and for rough fitting we focus on those remaining paramet ers
that previous tes ting reveals outputs are sensitive to.

Cur rentl y, this leaves 17 brand, store and consumer paramet ers to
es timat e (17 d.f.) — see below.
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As well as micro-calibr ating some aspects of the consumer agents, we
also:

• Fix some paramet ers arbitr aril y (e.g. the size of a brand or
store ’s memor y of previous results)

• and for rough fitting we focus on those remaining paramet ers
that previous tes ting reveals outputs are sensitive to.

Cur rentl y, this leaves 17 brand, store and consumer paramet ers to
es timat e (17 d.f.) — see below.

The ABM also has transit ory state values, so we need to run it for a
number of periods before we can extr act valid outputs for estimation
(t he “bur n-in”).

On a PC, one run of the ABM with a fixed set of paramet ers takes a
few seconds,

But, once the ABM is embedded within a Genetic Algorit hm (GA)
optimizer for estimation, this takes days and fries laptops!

We hav e therefore por ted the code to a 300-node supercomput er.
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Issue 5, continued: The 17 var iables

Consumer threshold on satisfaction with brand exper ience
Paramet ers used to gener ate dif ferent rankings on affect, quality and price
Paramet ers used to gener ate dif ferent rankings on affect, quality and price
Paramet ers used to gener ate dif ferent rankings on affect, quality and price
Percent age mark up on wholesale price to get ret ail pr ice, Retailer 1
Percent age mark up on wholesale price to get ret ail pr ice, Retailer 2
Slotting fees - Ret ailer 1
Slotting fees - Ret ailer 2
Quality of brand 1
Probability price and adver tising will be changed for brand 1
Quality of brand 2
Probability price and adver tising will be changed for brand 2
Fact ors to scale consumer types up from panel to univer se
Fact ors to scale consumer types up from panel to univer se
Fact ors to scale consumer types up from panel to univer se
Int ercept on the unit cost of production equation
Slope on the unit cost of production equation
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Issue 6: Which data to fit and how to fit them?

ABMs can potentiall y produce many output time series—it is easy to
obser ve bot h the int ernal states and behavior of all agents at every
“tic k” (or week).
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Issue 6: Which data to fit and how to fit them?

ABMs can potentiall y produce many output time series—it is easy to
obser ve bot h the int ernal states and behavior of all agents at every
“tic k” (or week).

The answer to the ques tion is deter mined by the empir ical dat a one
has.
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obser ve bot h the int ernal states and behavior of all agents at every
“tic k” (or week).

The answer to the ques tion is deter mined by the empir ical dat a one
has.

But, as in all modeling, real data cont ain phenomena that one does
not model!

Here our main issue is that our brand and ret ail agents decide to use
store promotions at times different from those in the historical data.

• Which means there is inherentl y no match between the output
& real time series for brand and store sales.

Our solution has been to sor t both ABM outputs and actual data on
both magnitudes and first dif ferences, and seek the best fit between
these.

This is a ver sion of Operational Validity tes ting (Sargent 2005),
alt hough ot her statis tical met hods are possible.
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Issue 6, continued: What and how to fit?

Thus there are 14 time series fitted, with implicit constr aints.

We give each series eq ual weight in the objective function, although
ot her schemes are possible, including estimat ed weights.

And: we could fit other data, e.g. prices.

Or we could tes t the hypothesis that the simulated model output and
the his t orical data are gener ated by the “same” process (up to a level
of specificity).
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Here, the GA starts from the rough-fit paramet er values achieved in
pre-validation and tries to per turb these values to achieve
“unreasonable” behavior

The 5 objectives we use for the GA here are dif ferent, namely:
• Maximize:

— The tot al profits of the five brands
— The tot al profits of the two stores
— The market share of one brand across both stores
— The sum of customer satisfaction

• Equalize market shares across the five brands (minimize
st andard deviation of the share dis tribution)

And we then observe whet her:

• The model break s down in any sense

• Unrealis tic par ameter values (or combinations) appear

• Mutuall y inconsis t ent time series emerge

• The competing objectives of the brand, store and consumer
agents are not being balanced. < >
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Issue 7, continued: Tes ting the ABM

Results of our ANTS tes ts:

• Choosing the 17 var iables to Equalize the brands ’ market shares
explodes the model.

• Maximizing the ret ailers’ profits, and
Maximizing the brands ’ profits
— bot h appear to lead to convergence to some local optima, and
have par ameter values ver y dif ferent from the best fit, and

• the revenue and profit figures seem to follow what might seem
logical, given the two objectives.

We need to explore which of the 17 values offend, in these cases.
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Market Shares of the Five Manufacturers in Store 2



Retail Revenue for Store 2 (disguised)



Customer Satisfaction with the Five Manufacturers
(standard deviations from overall mean)
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Issue 7, continued: Tes ting the ABM

Moreover, using the best pre-v alidation chromosome obtained to dat e,
we find that the model behaves much as it should in a one-off run:

1. The graph shows the spikes of the 5 Brands ’ market shares.

2. The graph shows the spikes in one Ret ailer’s revenues.

3. The graph shows the slow evolution of higher Consumers’
satisfaction.
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Where hav e we reached?

A rough fit which implies our output time series are wit hin ±40% of
the real data.

We are trying to find additional data to place constr aints on, or
externall y es timat e, the scaling fact ors, as the optimization is
sensitive to these.

Some stress-t es ting complet ed:
• This is graduall y revealing the role of each of the focal

par ameter s and where the model might need refining,
• alt hough stress-t es ting also suffers from problems of high-

dimensional spaces
E.g. easy enough to push one paramet er until the model break s,
more dif ficult to uncover combinations that break it or produce
unreasonable behavior.

We also need to look at the other paramet ers which were not used to
get a rough fit.

Debating whether to fit store price as well as sales (this may also
simplify some of the model).

At which point we can refine the model & move to a final close fit. < >



Mar ks/Klapper/Midgley CEF 2009 Page 20

Conclusions

If ABMs are to fulfill their promise, then we need better way s of
assur ing them, including:

•

< >



Mar ks/Klapper/Midgley CEF 2009 Page 20

Conclusions

If ABMs are to fulfill their promise, then we need better way s of
assur ing them, including:

• Verification: norms, metrics and tools for ver ifying code

•

< >



Mar ks/Klapper/Midgley CEF 2009 Page 20

Conclusions

If ABMs are to fulfill their promise, then we need better way s of
assur ing them, including:

• Verification: norms, metrics and tools for ver ifying code

• Pre-v alidation: quic k and dirty methods for finding rough fits in
high-dimensional spaces

•

< >



Mar ks/Klapper/Midgley CEF 2009 Page 20

Conclusions

If ABMs are to fulfill their promise, then we need better way s of
assur ing them, including:

• Verification: norms, metrics and tools for ver ifying code

• Pre-v alidation: quic k and dirty methods for finding rough fits in
high-dimensional spaces

• Validation: more debat e on:
— what is “reasonable” or “unreasonable” ABM behavior
— what to fit, especially given growing sources of data, and
— how to weight multiple outputs in objective functions

•

< >



Mar ks/Klapper/Midgley CEF 2009 Page 20

Conclusions

If ABMs are to fulfill their promise, then we need better way s of
assur ing them, including:

• Verification: norms, metrics and tools for ver ifying code

• Pre-v alidation: quic k and dirty methods for finding rough fits in
high-dimensional spaces

• Validation: more debat e on:
— what is “reasonable” or “unreasonable” ABM behavior
— what to fit, especially given growing sources of data, and
— how to weight multiple outputs in objective functions

• Bett er ways of aut omatically visualizing output data
— Especiall y “lat ent” st ates and agent inter actions

•

< >



Mar ks/Klapper/Midgley CEF 2009 Page 20

Conclusions

If ABMs are to fulfill their promise, then we need better way s of
assur ing them, including:

• Verification: norms, metrics and tools for ver ifying code

• Pre-v alidation: quic k and dirty methods for finding rough fits in
high-dimensional spaces

• Validation: more debat e on:
— what is “reasonable” or “unreasonable” ABM behavior
— what to fit, especially given growing sources of data, and
— how to weight multiple outputs in objective functions

• Bett er ways of aut omatically visualizing output data
— Especiall y “lat ent” st ates and agent inter actions

• More flexible ABM development environments, that allow easier
refining and re-ver ification of models.

On the one hand this is a daunting challenge, but on the other it is
also a rich research agenda.
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